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Abstract  

The researchers conducted data simulation experiments, but they did so unstructured in determining the number of neurons in 
the hidden layer in the Artificial Neural Network Back-Propagation architecture. The researchers also used a general 
architecture consisting of one hidden layer. Researchers are still producing minimal research that discusses how to determine 
the number of neurons when using hidden layers. This article examines the results of experiments by conducting training and 
testing data using seven recommended formulas including the Hecht-Nelson, Marchandani-Cao, Lawrence & Fredrickson, 

Berry-Linoff, Boger-Guterman, JingTao-Chew, and Lawrence & Fredrickson modifications. We use rainfall data and 
temperature data with a 10-day type for the last 10 years (2012-2021) sourced from Lombok International Airport Station, 
Indonesia. The training and testing data used showed the results that in determining the number of neurons on the hidden-1 
screen, it was more appropriate to use the Hecht-Nelson formula and the Lawrence & Fredricson formula which is more 
suitable for use in the 2nd & 3rd hidden layer. The resulting research was able to provide an accuracy rate of up to 97.79% 
(temperature data) and 99.94% (rainfall data) with an architecture of 36-73-37-19-1. 

Keywords: Neural Network, Backpropagation, 3-Layer Hidden, Number of Neurons 

1. Introduction  

Generally, the network architecture of Backpropagation 

consists of three layers, namely the input layer, the 

hidden layer, and the output layer [1]. The process of 

determining the number of neurons in the input layer 

and output layer is not too difficult because it depends 

on the number of inputs and the desired amount of 

output. This is not the same as the number of neurons in 

the hidden layer. Deciding how many neurons to use in 

the hidden layer is one of the most important properties 
of a neural network (NN). If the number of neurons is 

too small, the NN cannot model complex data and the 

results may not be acceptable. Using too many neurons 

will not only increase the training time, but also degrade 

the performance of the NN [2]. Therefore, many 

researchers conduct experiments to determine the 

optimal number of neurons. The number of neurons 

used during the data training process becomes an 

important point in building the architecture network of 

Back Propagation in order to obtain high accuracy. The 

architecture found in the data training process will be 

used as a reference for the prediction process. 

Park [3] has written three formulas that can be used in 

determining the number of neurons in the hidden layer, 

namely, the formulas of Hecht-Nelson (1987), 

Lawrence-Fredrickson (1988), and Marchandani-Cao 

(1989). In addition, there are also formulas that are 

often used by the other researchers, namely, the Berry-

Linoff (1997), Boger-Guterman (1997), JingTao-Chew 

(2001), and Lawrence-Fredrickson modified formula. 

These formulas calculate the number of neurons in the 

first hidden layer by looking at the number of neurons 

in the input layer and the output layer. So, the 

calculation is not for the second, third, and so on hidden 
layers. These formulas are divided into two 

classifications, namely (1) the number of neurons in the 

input layer that is greater than the hidden layer and (2) 

the number of neurons in the input layer that is smaller 

than the hidden layer. However, there are also the 

researchers who use architectures with the number of 

neurons in the hidden layer equal to the number of 

neurons in the input layer [4], [5]. 

Some studies on the prediction of time series data using 

NNBP architecture with one hidden layer has been 

widely done namely classification of Australian credit 

card [6], diabetic detection [7], identification for a 
single-shaft gas turbine [8], particle swarm optimization 

[9], measuring the severity of osteoarthritis [10], and 
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classification of acute myelogenous leukemia [11]. 

Nawi et al. conducted experiment [7] with three types 

of data, namely Australian credit cards with architecture 

14-5-1, diabetes mellitus with architecture 193-10-2, 

and glass dataset with architecture 13-10-2. Likewise, 

Asgari et al. conducted experiment [9] with architecture 

40-20-1, and obtained a coefficient of correlation value 

of 0.990. The average architecture they used is that the 

number of neurons in the hidden layer is smaller than 

the number of neurons in the input layer. Furthermore, 
the results of research conducted by Bay et al. [4] and 

Jayalakshmi & Santhakumaran [5] achieved accuracy 

rates of 92.6% and 72.55%. This result is obtained with 

the number of neurons in the input layer and the hidden 

layer being the same. 

In addition, the architecture with a greater number of 

neurons in the input layer than in the hidden layer has 

been used by Suryani et al. [12] for the prediction of 

acute myelogenous leukemia, by Gowda & Mayya [13] 

for stream-flow prediction, and by Abdulkadir et al. 

[14] for moisture prediction in maize. They used 
architecture for relatively small amounts of data, such 

as 6-8-2, 5-10-1, 2-5-1, and 1-4-1 architectures. The 

accuracy rate resulted in an average of 0.931. This result 

is higher compared to architectures with the number of 

neurons in the input layer greater than that in the hidden 

layer, such as 13-10-2 [7], 40-20-1 [9], and 24-13-1 

[10]. However, against a larger amount of input data, it 

certainly cannot be drawn from this case. 

The development of neural networks continues to be 

carried out by the researchers with conducting 

experiments with two hidden layers. However, research 

on methods using three hidden layers and determining 
the number of neurons in the hidden layer has not been 

intensively studied, since increasing the number of 

hidden layers means duration of the data training 

process. Determination of the number of neurons in the 

hidden layer is certainly not done. Calculations should 

be based on existing rules that have been tested for the 

results of experiments both for the case of two or three 

hidden layers. Unlike Karsoliya [15] has recommended 

determining the number of neurons that should fit the 

criteria of Berry & Linoff [16], did not conduct 

experiments regarding the number of neurons used. 
Therefore, there has been no in-depth study of how to 

calculate the number of neurons in the NNBP 

architecture with two or three hidden layers based on 

existing formulas. In this article, we calculated the 

number of neurons in the first hidden layer, the second 

hidden layer, and the third hidden layer based on the 

formulas mentioned. We used two types of data with 

different patterns and trends, where rainfall data has 

extreme trends and temperature data has monotonous 

trends. The results of this study are expected to provide 

an easier concept in determining the number of neurons 

in the NNBP architecture with more hidden layers. 

2. Research Methods 

2.1 Formula for Determining the Number of Neurons 

in the Hidden Layer 

Generally, the number of neurons in the hidden layer is 

divided into two types, namely: the number of neurons 

in the input layer that is greater than the hidden layer 

( )zx NN  ; and the number of neurons in the input layer 

that is smaller than the hidden layer ( )zx NN  . 

According to Table 1, some researchers have proposed 

a formula for calculating the number of neurons in the 
hidden layer, with Nz is the number of hidden layer 

neurons, Nx is the number of input layer neurons, Ny is 

the number of neurons of the output layer, and Nt is the 

number of training data. 

Table 1. Formula for calculating the number of hidden layer neurons 

No Formula Source 

P1 12 += xz NN  [17], [18], [3]  

P2 
xz NN 2log=  [19], [3]  

P3 

2

yx

z

NN
N

+
=  

[20] 

[21], [3], [15], [22] 

P4 

xz NN
3

2
=  

[16], [15] 

P5 
xz NN = 2  [23] 

[15] 

P6 
1

2
+= x

z

N
N  

[24] 

P7 
( ) tyxz NNNN ++=

2

1
 

[25] 

If we look at the architectural construction results of 

some research results, the number of these neurons is 
only for the hidden-1 layer, especially the equations P1, 

P2 and P5. That is, the process of determining the 

number of neurons in the second and third hidden layers 

does not apply. The use of a two-layer hidden 

architecture where the number of neurons in the hidden 

layer is higher than the number of neurons in the input 

layer has been carried out by Mislan et al. [26] in 

monthly rainfall predictions. However, the method of 

calculating the number of neurons in the second hidden 

layer uses the third equation model (P3). 
 

2.2 Dataset 

The data used in the data training process is were 

rainfall data and temperature data taken from Lombok 

International Airport station (latitude: -8.560555556 

and longitude: 116.0938889). The data taken were the 

data over the last 10 years (2012-2021) with 10 days of 

data types so that the total input data (Nx) were 36 data. 

However, we divided the data into 80% for training 

(2012-2019) and 20% for testing (2020-2021). So that 

the total input data (Nt) in the training process were 288 
data (36 x 8 years) and the testing process were 72 data 

(36 x 2 years). Meanwhile, the number of neurons in the 

output layer (Ny) was 1. In this study, only a data 
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training process was carried out to see the accuracy of 

each equation (P1-P7) with a different number of 

neurons in each hidden layer. The data training process 

was carried out by each data, so there were 14 data 

training processes. 

2.3 The Architecture of Backpropagation 

In this study, we used the NNBP architecture with three 

hidden layers, the learning rate of 0.1, the momentum 

of 0.9, the training function is trainlm, activation 
function on each layer namely logsig-logsig-logsig-

purelin, the maximum epoch of 1,000 (show step epoch 

of 50), and target error of 0.001. Meanwhile the number 

of neurons in each hidden layer was determined 

according to the equation in Table 1, because the 

number of neurons in the first hidden layer is affected 

by the number of neurons in the input layer, the number 

of neurons in the second hidden layer is affected by the 

number of first hidden layers, and so on.  Therefore, the 

combination is obtained according to Table 2. 

Table 2 shows that the data training process will be 

carried out seven times according to their respective 
architectures. The results of the calculation of the 

number of neurons show that the architectures of P1, 

P2, P3, P4, P5, and P6 have the same pattern, namely 

the number of neurons in the next hidden layer is getting 

smaller, except for P7 where each hidden layer the 

number of neurons is the same. Furthermore, the 

accuracy level indicators used in this study are acquired 

iteration (epoch), mean square error (MSE), the 

coefficient of correlation, and accuracy ( 1002 R ). 

3.  Result and Discussions 

The simulation used applications that have been 

developed using Graphical User Interface (GUI) of 

MATLAB with a three-layer hidden architecture. This 

was done to facilitate the data training and testing 

process. In the first stage, we input the data and the 
number of neurons on each layer. Then, we select a 

combination of activation functions, select the training 

function, and input training parameters such as 

maximum epoch, learning rate, momentum, and 

maximum error. Finally, we conducted data training for 

each architecture and tabulate each training result.  

The data training process was carried out seven times 

each by inputting the number of neurons of each hidden 

layer. Since, the number of equations is seven (Table 2), 

the number of training and testing data is seven times. 

The training and testing process is performed step-by-

step based on the number of neurons in each 
architecture.  Then each result was tabulated and the 

graph modelled the actual data and prediction data. The 

simulation results are presented in Table 3 and Table 4. 

The results of training and testing data in Table 3 and 

Table 4 show that each formula has a different of 

accuracy rate. Each formula or architecture produces a 

different number of epochs, MSE values, and accuracy 

rate. The number of epochs in each data obtained an 

average of fewer than 15 iterations, this is according to 

the maximum target of 1000 epochs. Table 3 shows that 

the architecture with the highest accuracy rate in the 

training process was architecture 36-35-35-35-1 which 

is formed from the seventh equation (P7), in training 

process with epoch of 7, MSE of 0.0243, correlation 

coefficient of 0.9906, and accuracy of 98.13%; and in 
testing process with epoch of 2, MSE of 5.82×10-4, 

correlation coefficient of 0.9992, and accuracy of 

99.84%. But the number of iterations was still greater 

compared to the number of iterations of the first 

equation (P1), and the difference in accuracy rate was 

not too high, which was 0.34%. Hence, in the testing 

process, the accuracy rate of the first equation (P1) is 

higher than seventh equation (P7), in testing process 

with epoch of 4, MSE of 1.63×10-6, correlation 

coefficient of 0.9999, and accuracy of 99.99%.  

The training results in Table 4, it can be seen that the 
architecture formed by the first equation (P1) in the 

training process had the smallest MSE value of 0.5307 

with 6 epoch, correlation coefficient 0.9997, and 

accuracy rate of 99.94%; in the testing process obtained 

an MSE value of 0.00088 with 4 epoch, correlation 

coefficient of 0.9999, and accuracy rate of 99.99%. 

Therefore, we recommend the architecture used which 

was 36-73-37-19-1. 

Furthermore, if you look at the results of the MSE and 

the accuracy rate, the architecture can be sorted from 

the most accurate, namely P1-P7-P5-P4-P6-P3-P2. This 

result shows that the architecture 36-8-5-3-1 calculation 
of the second equation (P2) provided the lowest 

accuracy rate and the highest number of epochs. 

Therefore, the P2 architecture is not recommended for 

use in the data prediction process. The graph model of 

the actual data approach with forecasting data from the 

results of the training process using the first equation 

can be seen in Figure 1 and Figure 2. 

From Figure 1 to Figure 2 it can be seen that the actual 

data (blue) approach model and predictions (red) were 

already good. Figure 1 shows static data patterns, so the 

actual data is easily approached by predictive data. This 
result has implications for the MSE value of the 

temperature training data for a relatively low, average 

of 0.039. While, Figure 2 shows a data pattern with a 

larger range, so that the MSE value obtained is 

relatively large, average of 0.827. 

Therefore, the predicted temperature in 2022 (Figure 1) 

averages 26.22°C, the maximum temperature appears in 

the second 10-days in December at 28.34°C, and the 

minimum temperature appears in the third 10-days in 

August at 24.34°C. 
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Table 2. Results of calculation of the number of neurons in the hidden layer 

No Nx Nz1 Nz2 Nz3 Architecture 

P1 36 73 37 19 36-73-37-19-1 

P2 36 8,16 ≈ 8 4,58 ≈ 5 2,79 ≈ 3 36-8-5-3-1 

P3 36 18,5 ≈ 19 9,75 ≈ 10 5,375 ≈ 5 36-19-10-5-1 

P4 36 24 16 10,67 ≈ 11 36-24-16-11-1 

P5 36 72 36,5 ≈ 37 18,75 ≈ 19 36-72-37-19-1 

P6 36 19 10,5 ≈ 11 6,25 ≈ 7 36-19-11-7-1 

P7 36 35,47 ≈ 35 35,20 ≈ 35 35,07 ≈ 35 36-35-35-35-1 

Table 3. Temperature data training and testing results 

No Architecture 
Training Testing 

Epoch MSE R Accuracy (%) Epoch MSE R Accuracy (%) 

P1 36-73-37-19-1 6 0.0291 0.9889 97.79 4 1.63 x 10-6 0.9999 99.99% 

P2 36-8-5-3-1 12 0.0455 0.9815 96.33 10 4.63 x 10-6 0.9999 99.99% 

P3 36-19-10-5-1 12 0.0486 0.9794 95.92 5 5.64 x 10-4 0.9993 99.86% 

P4 36-24-16-11-1 13 0.0419 0.9849 97.00 5 1.27 x 10-5 0.9999 99.99% 

P5 36-72-37-19-1 6 0.0472 0.9837 96.77 3 2.33 x 10-4 0.9998 99.96% 

P6 36-19-11-7-1 12 0.0355 0.9878 97.57 5 3.65 x 10-4 0.9995 99.90% 

P7 36-35-35-35-1 7 0.0243 0.9906 98.13 2 5.82 x 10-4 0.9992 99.84% 

 

Table 4. Rainfall data training and testing results 

No Architecture 
Training Testing 

Epoch MSE R Accuracy (%) Epoch MSE R Accuracy (%) 

P1 36-73-37-19-1 6 0.5307 0.9997 99.94 4 0.00088 0.9999 99.99% 

P2 36-8-5-3-1 14 6.9610 0.9973 99.46 16 0.762 0.9998 99.96% 

P3 36-19-10-5-1 10 1.3062 0.9995 99.90 7 2.694 0.9997 99.94% 

P4 36-24-16-11-1 8 0.5482 0.9996 99.92 5 1.686 0.9997 99.94% 

P5 36-72-37-19-1 6 0.8470 0.9998 99.96 3 1.982 0.9998 99.96% 

P6 36-19-11-7-1 11 0.9226 0.9994 99.88 9 0.386 0.9995 99.90% 

P7 36-35-35-35-1 5 0.8097 0.9996 99.92 4 0.0065 0.9999 99.99% 

 
Figure 1. Actual data approach and predictions of temperature data 

 
Figure 2. Actual data approach and predictions of rainfall data 
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Hence, the rainfalls prediction results in 2022 (Figure 

2) show that the rainfalls in December is the highest at 

456.19 mm (wet category), and the rainfalls in 

September is the lowest at 40.88 mm (dry category). 

This recommended architectural model by Hecht-

Nelson has been widely used in data prediction, where 

the number of neurons in the hidden layer is greater than 

the number of neurons in the input layer [27], [28], [29], 

[2]. After looking at the simulation results in Table 3 
and Table 4, it can be seen that the first formula, the 

fifth formula, and the seventh formula give almost the 

same accuracy results. However, the output of the first 

equation has higher accuracy rate in both given cases. 

Therefore, we recommend that the number of neurons 

in the first hidden layer is determined using the Hecht-

Nelson formula (P1) while the second and third hidden 

layers is determined using the Lawrence-Fredrickson 

(P3) formula.  

4.  Conclusions 

During data training and testing, the number of hidden 
layers has a great impact on improving the performance 

of the NNBP network. The same applies to the number 

of neurons that must be used when building an 

architecture with a number of hidden layers greater than 

one. The training and testing data results for 

temperature and rainfalls show that the seven formulas 

offered had different accuracy rate. However, the first 

formula with the architecture 36-73-37-19-1 showed 

the highest accuracy rate when training temperature 

data of 97.79% and 99.99% for testing data, while in the 

process of rainfall data with first formula obtained 

accuracy rate of 99.94% for training data and 99.99% 
for testing data. Hence, from this architecture obtained 

predictions of the highest rainfall in 2022 occurred in 

December and the lowest in September, and the 

temperature prediction obtained an average of 26.220C. 

Therefore, we recommend the Hecht-Nelson formula 

for counting the number of neurons on the first hidden 

layer and for the counting of neuron on the second and 

third hidden layers, we recommend the Lawrence-

Fredrickson formula. These results open opportunities 

for new research to make modifications or 

combinations of the entire formulas to find the best 
architecture through many experiments and data 

training. 
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